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Abstract12

The sub-gridscale floe size and thickness distribution (FSTD) is an emerging climate vari-13

able, playing a leading-order role in the coupling between sea ice, the ocean, and the at-14

mosphere. The FSTD, however, is difficult to measure given the vast range of horizontal15

scales of individual floes, leading to the common use of power-law scaling to describe it.16

The evolution of a coupled mixed-layer-FSTD model of a typical marginal ice zone is ex-17

plicitly simulated here, to develop a deeper understanding of how processes active at the18

floe scale may or may not lead to scaling laws in the floe size distribution. The time evo-19

lution of mean quantities obtained from the FSTD (sea ice concentration, mean thickness,20

volume) is complex even in simple scenarios, suggesting that these quantities, which af-21

fect climate feedbacks, should be carefully calculated in climate models. The emergence22

of FSTDs with multiple separate power-law regimes, as seen in observations, is found to23

be due to the combination of multiple scale-selective processes. Limitations in assuming a24

power-law FSTD are carefully analyzed, applying methods used in observations to FSTD25

model output. Two important sources of error are identified that may lead to model biases:26

one when observing an insufficiently small range of floe sizes, and one from the fact that27

floe-scale processes often do not produce power-law behavior. These two sources of error28

may easily lead to biases in mean quantities derived from the FSTD of greater than 100%,29

and therefore biases in modeled sea ice evolution.30

1 Introduction31

Sea ice is a complex, multi-scale mosaic of floes with a wide variety of thicknesses,32

and with horizontal sizes that can range from centimeters to tens of kilometers, often be-33

low the grid scale of typical global climate models (GCMs). As the Arctic sea ice cover34

has declined and thinned in the recent past, it is more sensitive to fracture by ocean sur-35

face waves that break the ice into small floes. Parameterizing the evolution of the sub-36

gridscale distribution of floe sizes and its interaction with climate processes is therefore37

now an important objective for sea ice models. Yet very little is known about how the38

sub-gridscale distribution of floe size evolves, nor how the wide range of scaling laws typ-39

ically ascribed to floe size measurements may emerge due to processes acting on individ-40

ual floes. No current climate model simulates the evolution of the floe size distribution,41

nor parameterizes its influence on other aspects of the coupled climate system. This study42
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focuses on understanding how climate forcing may determine the evolution of the sub-grid43

scale floe size and thickness distribution, and how scaling laws develop.44

The sub-gridscale distribution of sea ice floes is described by the floe size and thick-45

ness distribution (FSTD, f (r, h)), with f (r, h) dr dh = f (r)dr equal to the fraction of46

the ocean surface covered by floes with a size between r and r + dr and a thickness be-47

tween h and h + dh. The integral of f over all sizes r is the ice thickness distribution48

(ITD), the evolution of which is an important component of modern sea ice models [e.g,49

Bitz, 2008]. The integral of f over all thicknesses h is the floe size distribution (FSD).50

The FSD plays an important role in sea ice melting [Steele, 1992; Horvat et al., 2016],51

rheology [Feltham, 2008; Herman, 2012; Rynders et al., 2016], the propagation of ocean52

surface waves [Dumont et al., 2011; Bennetts and Williams, 2014], and the exchange of53

buoyancy and momentum in the ocean and atmospheric boundary layers [Birnbaum and54

Lüpkes, 2002; Tsamados et al., 2014]. Parameterizations of lateral melting and form drag55

sensitive to floe size have significant impact in climate model simulations [Tsamados et al.,56

2015], but cannot be evaluated properly as floe size is not a prognostic variable in any57

modern GCM.58

Hampering efforts to parameterize the evolution of the FSD/FSTD for climate model59

simulations is the lack of detailed observations of the FSD and its evolution in the polar60

oceans. The FSD has been observed at isolated points in both space and time over the61

past four decades. From these observations, a consensus has developed that the FSTD de-62

cays as a power-law distribution in floe size. Yet observations of floe size distributions do63

not support the existence of a universal power law: for example, observed power-law-fit64

exponents span a very wide range, from as low as 0.91 [Steer et al., 2008] to 5 and greater65

[Toyota et al., 2011]. Both of these observations were made at the ice edge in the Wed-66

dell Sea. Most observational studies are inconsistent in whether they support of power67

law decay at all. Often, fitting to measurements is done over a narrow range of floe sizes.68

When the range of resolved floe sizes is expanded [i.e, Toyota et al., 2006, 2011], obser-69

vations are fit to two power-laws covering different size ranges, with variable slopes. The70

observed distribution of floe sizes is indeed often better fit by non power-law distributions71

[Herman, 2011]. Examining the common hypothesis that the FSD is a self-similar (power72

law) distribution is a main objective of this study.73
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The observed wide variability and weak fit of power-law exponents to observations74

demonstrate our limited understanding of the evolution of the floe size distribution. We do75

not yet understand when and due to what processes power law behavior is to be expected.76

Of course, if power laws are observed, one wants to understand which of the physical pro-77

cesses that shape floes leads to the emergence of what types of power laws. As an explicit78

simulation of the FSD may not be practical in most climate studies, it is also important79

to understand the evolution of quantities such as the mean floe size and power-law slopes,80

for use in wave-ice interaction models [Williams et al., 2013] or floe-size-dependent rhe-81

ologies [Rynders et al., 2016]. Apart from understanding how power laws may emerge,82

understanding how they may be deduced from observations, and what may lead to biased83

estimates, is also important.84

We simulate the evolution of the joint floe size and ice thickness distribution, using85

the FSTD model developed by Horvat and Tziperman [2015, hereafter HT]. This model86

explicitly considers how floes are influenced by melting and freezing, ocean surface waves,87

mechanical interactions between floes (rafting and ridging), and by advection into and out88

of a given domain. As the HT model is sensitive to a number of different physical pro-89

cesses, we may evaluate whether observed FSD decay characteristics might be explained90

through the interaction of processes active at different floe length scales. This process-91

based approach is only one way in which to understand the scaling properties of the FSD.92

For example, one might suggest a simple deterministic model that predicts a power-law93

decay as in Toyota et al. [2011]. While this approach can reproduce the phenomenological94

behavior of some FSD observations, it assumes that the FSD can be represented using a95

power law. The factors that determine the shape of the FSD are likely more complex and96

variable. The HT model represents processes acting on individual floes, though it does not97

account for large-scale ice fracturing, or “linear kinematic features", that can occur within98

pack ice, and found to be largely scale-invariant [Schulson, 2004].99

The HT model has only been evaluated against data qualitatively, due to the afore-100

mentioned lack of data on the temporal evolution of the FSD over a wide range of floe101

sizes. Nevertheless, the HT model is useful in that it allows for (1) examining how the102

general features of FSD evolution might be determined and evolved using a process-based103

model, and (2) examining potential biases that arise when assuming power-law FSD be-104

havior, by employing simple observational techniques to the modeled FSD and considering105

whether these give incorrect estimations of sea ice state variables. A somewhat related106

–4–



Confidential manuscript submitted to JGR-Oceans

model for the FSD was presented by Zhang et al. [2015, hereafter ZSSS], and was com-107

pared to power-law-fits to observations by Zhang et al. [2016]. This model assumed that108

all floes of different sizes have the same ITD, and therefore does not represent the dynam-109

ics of the coupled thickness and size distribution, and includes only a simplified param-110

eterization of ice breakup from random surface waves. Further context and comparison111

between the HT and ZSSS models are provided in Sec. 2.112

This paper proceeds as follows: we couple a mixed layer ocean model to the FSTD113

model of Horvat and Tziperman [2015] in Sec. 2. We then consider how the FSD evolves114

under a variety of external forces and physical processes using a series of experiments115

in Sec. 3, and discuss the limitations of assuming and analyzing a power law FSD from116

observations and for future modeling studies and observational analysis. We conclude in117

Sec. 4.118

2 The Discrete FSTD model119

To simulate the evolution of sea ice floes the HT floe size and thickness distribu-120

tion model [Horvat and Tziperman, 2015] is coupled to a mixed-layer ocean model. The121

numerical scheme evolves a matrix representation of the floe size distribution, f jk based122

on a discretization of floe sizes r j , and thicknesses hk . The value taken by f jk∆r j∆hk =123

f jk (r j+1 − r j )(hk+1 − hk ) is the area fraction that is covered by floes with size between124

r j and r j+1 and thickness between hk and hk+1, and the time evolution of f jk is computed125

according to,126

f i+1 − f i

∆t0
= LA(f i ) + LT (f i ) + LM (f i ) + LW (f i ), (1)127

128

where ∆t0 = ti+1 − ti is the model time step (see Appendix, Table B.1 for a full list of129

model parameters). The term LA represents the tendency of the FSTD due to ice advec-130

tion into and out of the domain. The term LT is the tendency due to ice thermodynamics131

and their effects on both the thickness and size of floes. This term accounts for the change132

to ice concentration due to lateral melting and freezing, which Horvat and Tziperman133

[2015] pointed out is absent from the ZSSS model. The term LM is the tendency due134

to mechanical interactions between floes. This tendency explicitly accounts for the like-135

lihood of floe collisions that occur when the ice cover is deformed, and also for the for-136

mation of new ice floes when two floes either raft or ridge. The representation of ridging137

in the ZSSS model leads to the formation of thicker floes, as desired, yet not to changes138
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to the FSD. The term LW is the tendency due to fracture by ocean surface waves, which139

carefully accounts for the spectrum and random nature of the ocean wave field and for the140

attenuation of the surface waves within the ice field. The ZSSS model contains a related141

fragmentation parameterization that leads to area transfer from large to small floes, how-142

ever this does not depend on the ocean surface wave spectrum or the interaction of floes143

with this wave field, as in the HT model. The adaptive scheme used to integrate equation144

1 is described in detail in the Appendix.145

Figure 1. Schematic of the model used in this study. Pack ice with FSTD f in (r, h) is advected into the

domain, which represents a marginal ice zone, with a velocity u0. Within the model domain the ice is repre-

sented through its FSTD f (r, h), and advected into the open ocean with the same velocity u0. At the interface

with the open ocean, waves with a spectrum S(λ) impinge upon the MIZ.

146

147

148

149

2.1 The coupled FSTD-Ocean Model150

We couple the FSTD model to an ocean mixed-layer model following Petty et al.151

[2013]. The specifics of how mixed-layer model variables are computed are given as Ap-152

pendix B, and a schematic of the mixed layer model is provided in the Supporting Infor-153

mation, Figure S1. The ice has a surface temperature determined diagnostically by the154

exchange with the atmosphere and ice, and occupies a fraction of the domain equal to the155

ice concentration, c, computed from the FSTD according to,156

c =
∫
r

f (r, h)dr,157

where the integral is taken over all floe sizes and thicknesses. The ocean model has a sur-158

face layer, partitioned into an “open ocean” region and a “lead” region as in Horvat and159

Tziperman [2015]. The lead region encompasses a thin layer of water surrounding each160

individual floe, of horizontal width rlw = 0.5 m around the floe and of depth 0.1 m be-161

low the floe, as in Horvat and Tziperman [2015]. The use of a surface layer that is sep-162

arate from the mixed layer below provides a more realistic representation of the upper163

ocean layer thermodynamics as it allows the two to evolve somewhat independently, and164

thus provides a more realistic framework for the FSTD model, also consistent with the HT165

model. Others have shown that such a surface layer may be redundant in some climate166

studies [Petty et al., 2014; Tsamados et al., 2015]. The surface layer thickness is as deep167

as the lead region and is therefore 0.1 m thicker than the ice. In the lead region, the water168
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temperature is at the freezing point, Tf ≈ −1.8◦ C. For simplicity the freezing tempera-169

ture does not vary with mixed-layer salinity. The lead region exchanges heat with the open170

ocean and the mixed layer beneath. In open water areas, the surface ocean layer absorbs a171

fraction of incoming solar radiation, exchanging heat with the lead region and the mixed172

layer below, with its temperature determined diagnostically. Below the ice and ocean sur-173

face layer lies a mixed-layer that exchanges heat and fresh water with the sea ice, heat174

with the surface layer, and fresh water with the atmosphere.175

The FSTD is discretized into 13 evenly-spaced ice thickness categories, with mid-176

points from 0.2 to 2.7 m, and a maximum floe thickness category with an initial thickness177

of 2.9 m that is allowed to evolve in order to conserve volume when ice is formed with178

thickness exceeding that of the thickest category. There are 90 floe size categories, spaced179

variably according to rn+1 =
√
6/5rn with midpoints from 0.5 to 1650 m. This variable180

spacing guarantees that when two floes combine to form a third, the new floe belongs to a181

floe size category that is distinct from that of the two interacting floes [Horvat and Tziper-182

man, 2015, Sec. 3].183

The ocean domain represents a semi-infinite marginal ice zone with a zonal width184

D, placed between a region of pack ice (say to the west) and a region of open water (to185

the east) (Fig. 1). The pack ice region is characterized by a specified FSTD, fin , and is186

advected into the MIZ with an ice velocity u0. The ice is advected through the domain,187

and exits with a specified velocity u. The time rate of change of the FSTD due to advec-188

tion is therefore,189

La =
u0fin − uf

D
.190

191

In the experiments that follow, we assume that the two advection velocities are equal. The192

rate of collisions of floes depends on the shear in the ice velocity, uy , that we prescribe as193

an independent parameter that does not affect the zonal advection. To the east, the MIZ194

borders open water, where a surface wave field represented by a spectrum S(λ) reaches195

the MIZ.196

2.2 Evaluating whether the FSD decays as a power law204

We wish to understand the evolution of scaling behavior in the FSD. Perovich and205

Jones [2014] examined how the slope of a power-law FSD might be determined from vi-206

sual imagery. Ignoring ice thickness, consider a floe size distribution, f (r), where f (r) dr207
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Figure 2. The evolution of four sea ice variables subject to advection through the model domain. (a) Ice

concentration. (b) Ice volume per square meter. (c) Mean ice thickness. (d) Mean floe size, computed either

from the floe size distribution (dashed line) or the floe number distribution (solid line). Dashed black lines

correspond to pack ice values advected into the domain. (e) Time series of the normalized distance between

each variable in (a-d) and its corresponding pack ice value, computed as (x − xin )/(x0 − xin ), where x0 is the

initial value of variable x, and xin the corresponding pack ice value. Shown are averages based on both the

number distribution (N) and FSD ( f ).

197

198

199

200

201

202

203

is the fraction of the ocean surface covered by floes with a size between r and r + dr .208

Suppose this FSD decays as a power-law, f0r−α within the range of floe sizes from r1 to209

r2, where f0 is a suitable normalization coefficient such that
∫ ∞
0 f (r)dr = c is the ice con-210

centration. Assume without loss of generality that there are no floes with size outside the211

range from r1 to r2. The ice concentration, c, and floe perimeter per square meter, P, are212

calculated,213

c =

r2∫
r1

f0r−αdr
f0

1 − α

(
r1−α1 − r1−α2

)
≈

f0
1 − α

r1−α1 , (2)214

P =

r2∫
r1

2πr f0r−α

πr2
dr = 2

f0
α

(
r−α1 − r−α2

)
≈

2 f0
α

r−α1 , (3)215

216

where we assume r2 � r1. This formulation may also be applied over any range of floe217

size from r1 to r2 by regarding c and P as the ice concentration and floe perimeter per218

square meter belonging to floes with size between r1 and r2. With c and P known, the219

power-law exponent was computed by Perovich and Jones [2014] as,220

α =

(
1 −

r1P
2c

)−1
. (4)221

222

Both c and P may be computed readily from visual imagery of the ice surface. Therefore,223

if the FSD decays like a power law, equation (4) can be used to determine the power-law224

slope from observations without using more complex image-processing algorithms to iden-225

tify individual floes.226

The assumption of a power-law FSD implied in Eq. 4 is not necessarily valid. How-227

ever, with access to the full time-evolving FSD we can examine drawbacks of this assump-228

tion, comparing the results of applying Eq. 4 to other techniques for estimating the FSD229

slope.230
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The first alternative method is a simple least-squares fit to the modeled FSD. This231

method often produces inaccurate estimations of the power law decay coefficient Clauset232

et al. [2009] and no information regarding whether the underlying distribution decays as233

a power law at all. Further, this form of regression is often erroneously applied to the cu-234

mulative distribution function, which is concave-down, and is therefore not a straight line235

in log-log space [Stern et al., 2017]. In the sections that follow the least-squares fitting is236

applied in all cases to the FSD itself.237

The previous methods require that the minimum floe size over which the FSD de-238

cays as a power law be specified. The second alternative method employs the maximum239

likelihood estimator (MLE) as outlined by Clauset et al. [2009] and demonstrated in Virkar240

and Clauset [2014]. This method is the most accurate method for identifying the min-241

imum floe size at which the tail begins, and the slope of the power-law tail. Since the242

MLE is computed from observational data, when it is applied, we generate 50,000 syn-243

thetic floe size observations from the model output, estimating the most likely power-law244

slope.245

These three methods estimate the decay exponent of a power-law decaying FSD,246

and the simplest statistical test for power-law decay is that all estimate approximately the247

same value for α. These types of comparisons can test for biased estimates of power-law248

slope. Each estimate, however, assumes that the underlying distribution is a power law, a249

hypothesis that must be tested statistically. Virkar and Clauset [2014] outline an approach250

for this test using binned observations, and in Sec. 3.2 we examine a simple hypothesis251

test using model data, comparing different distributional fits to the FSD.252

In the results that follow, we evaluate how FSTD model output compares to the esti-253

mate (4), to understand how and when a power-law FSDs may emerge. We use this com-254

parison to examine the scenarios under which Eq. (4) can be used to analyze power-law255

FSD in observations.256

3 Results257

We proceed as follows: we consider how mean quantities that are derived from the258

FSTD may evolve in different and non-intuitive ways in Sec. 3.1. We then consider how259

the individual forcing fields of thermodynamics, mechanics, and wave fracture affect a260

floe size distribution that is initially a power law in Sec. 3.2-Sec. 3.4. Finally, running261
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the model using all forcing fields combined, we consider how different regimes emerge at262

different floe length scales in Sec. 3.5.263

3.1 Influence of sea ice advection on mean quantities derived from the FSTD264

Consider first the evolution of an FSTD forced only by the advection of ice from the265

pack ice region and then out of the domain, with a constant velocity u = 10 cm/s. In this266

case we do not yet use the mixed layer model developed in Appendix B. The evolution267

of the FSTD may be solved for analytically in this case. Despite this simple context, the268

evolution of some important quantities derived from the FSTD is non-intuitive, emphasiz-269

ing the importance of comprehensively understanding the FSTD before parameterizing its270

evolution in climate studies.271

Let the initial FSTD, f (r, t = 0), be a narrow Gaussian centered at a floe size of272

5 m and a thickness of 1 m, with an ice concentration of 25%. The incoming pack ice273

FSTD, f in (r), is a narrow Gaussian centered at a floe size of 150 m and floe thickness of274

2 m. The standard deviation of each Gaussian is 5 m in floe size and 0.1m in ice thick-275

ness. We choose these initial distributions for simplicity, however the results that follow276

are general and apply to any case where advection acts on the FSTD. The domain width277

D is 10 km.278

The FSTD, f (r, t), evolves according to,279

∂ f (r, t)
∂t

=
u
D

( f in (r) − f (r, t)) ,280
281

with a solution,282

f (r, t) = f in (r) + ( f (r, t = 0) − f in (r)) exp (−ut/D).283
284

The FSTD approaches the pack ice FSTD, f in (r), exponentially at all sizes and thick-285

nesses, with a timescale τadv = D/u = 1.15 days. Fig. 2(a-d) shows how four sea ice286

model variables evolve over the first 12 days: ice concentration, c (Fig. 2a), ice volume287

per square meter, V (Fig. 2b), mean ice thickness per unit area, h = V/c (Fig. 2c), and288

mean floe size, r (Fig. 2d). The mean floe size is computed using the number distribution289

of floes, N (r),290

N (r) =
f (r)
πr2

,291
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where N (r)dr is the number of floes per square meter with floe size between r and r+ dr,292

r =

∫
r

N (r′, t)r ′ dr′∫
r

N (r′, t) dr′
. (5)293

294

and the subscripts indicate an integral over all floe sizes and thicknesses. This definition295

is simply related to the total floe perimeter within a grid cell, which is necessary to de-296

termine the strength of lateral melting, as 2πrN , where N (t) is the number of floes per297

unit area. The mean floe size may also be defined as an area-weighted average, replacing298

N (r) with f (r) in Eq. (5), but this mean size is not related to key metrics such as the to-299

tal perimeter. In any case, the mean floe sizes based on both f (r) and N (r) are shown in300

Fig. 2d.301

Despite the exponential approach of the FSTD at all sizes to the pack ice FSTD, the302

above four mean model variables do not approach their corresponding pack ice values at303

the same rate. To quantify the difference in the evolution of the different variables, we304

compute and plot (Fig. 2e) the approach of each variable, normalized as (x − xin )/(x0 −305

xin ), where x0 is the initial value of variable x, and xin the corresponding pack ice value.306

Sea ice concentration (red) and volume per square meter (blue) approach the pack ice307

sea-ice values over a timescale τadv . Neither the mean ice thickness per unit area nor308

mean floe size (Fig. 2c-d), approach their steady state at this rate. Mean ice thickness309

approaches the mean ice thickness of the pack ice faster than does ice volume per unit310

area or concentration (Fig. 2c, Fig. 2e, green line). Mean floe size does not follow an ex-311

ponential approach, approaching the pack ice mean floe size much slower than the other312

variables considered here (Fig. 2d, Fig. 2e, purple line).313

The time evolution of the mean size r is obtained from Eq. (5),314

∂r
∂t
=

∫
r

∂N
∂t r ′ dr′

∫
r

N dr′ −
∫
r

N r ′ dr′
∫
r

∂N
∂t dr′(∫

r
N (r′, t) dr′

)2315

=
Nin

τadv

r in − r
N (t)

(6)316

317

where r in is the mean floe size of the pack ice FSTD, N (t) is the number of floes per318

unit area, and Nin is the number of floes per unit area in the incoming pack ice, and in-319

tegrals are taken over all floe sizes and thicknesses. The initial growth of the mean floe320

size is determined by the time-scale τadvN0/Nin ≈ 200 days, which varies, approaching321

τadv as N (t) approaches Nin . When there are fewer floes per unit area in the pack ice322
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than in the MIZ represented by the model domain (as is the case in this experiment), this323

timescale is larger than τadv . The mean ice thickness evolution is found as,324

∂h
∂t
=

cin
τadv

hin − h
c(t)

,325

326

and its initial growth is determined by the timescale τadvc0/cin ≈ 7 hours, which also327

varies, approaching τadv as c approaches cin .328

This simple example demonstrates how mean important diagnostics for the sea ice329

cover, which are computed as moments of the ITD (in the case of mean thickness), FSD330

(in the case of mean floe size), or FSTD (both) may evolve quite differently in time from331

one another even when one expects simple behavior. Sea ice models compute the evolu-332

tion of ice volume, V , and ice concentration, c, and so the mean ice thickness, h = V/c,333

can be diagnosed without evolving the FSD. However mean floe size cannot be similarly334

related to sea ice state variables. Climate models that do not parameterize the full evo-335

lution of the floe size distribution, but still require information about the sub-gridscale336

variability of floe size for use in parameterizations (e.g., of the floe-size dependent melting337

rate, [Steele, 1992; Horvat et al., 2016]), must take this into account before evolving mean338

floe size as a potential state variable.339

Figure 3. Evolution of the FSTD subjected to ice melting only. (a) Time evolution of sea ice concentration

(in percent), ice volume per unit area and mean ice thickness (in m). (b) Log-log plot of the evolution of the

FSD, normalized to one, over time. Red line is initial FSD. (c) Power-law exponent fits: least squares fit over

the range from 5-500 meters (solid red line), predicted value from equation (4) (dashed red line), maximum

likelihood estimate for the distributional tail, with the tail identified using the method of Virkar and Clauset

[2014] (green line), and least-squares fit to the tail of the distribution (blue line). (d) Comparison of Kullback-

Leibler divergence (Eq. 8) between the modeled FSD and the maximum likelihood estimate of Virkar and

Clauset [2014] (blue line), an exponential fit (red line), a generalized Lotka-Volterra fit (purple line) Herman

[2011], and a least-squares fit to the FSD tail.

340

341

342

343

344

345

346

347

348

3.2 The influence of lateral melting on the floe size distribution349

We now consider how the FSTD evolves subject to thermodynamic forcing alone,350

such that floe sizes are only affected by lateral melting, as in the study of Perovich and351

Jones [2014]. The HT model geometrically partitions net surface heat fluxes into those352
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that are close to sea ice floes and those that lead to ocean surface warming and cooling.353

Those fluxes that influence floe development are further partitioned into components that354

lead to lateral and basal growth or melting. Details on the partitioning scheme are found355

in [Horvat and Tziperman, 2015, Sec. 2.1], and details of the ice thermodynamic model356

are given in Appendix B.3.357

To force the model, we use atmospheric fields from the NCEP-II [Kanamitsu et al.,358

2002] climatology at the location of the SHEBA ice camp at 78N, 166 W, in July. The359

atmospheric temperature is 0.5◦ C, the atmospheric specific humidity is 3.6 g/kg, the360

surface pressure is 1010 hPa, and the atmospheric wind speed is 1 m/s. There is precip-361

itation in the form of rain of 1 mm/m2/day reaching the ocean. There is 290 W/m2 of362

shortwave radiative forcing, and 270 W/m2 of downward long-wave radiative forcing. The363

deep ocean temperature is prescribed at −1.8◦ C, the deep ocean salinity is prescribed364

at 33 PSU, and the mixed layer temperature and salinity are initialized at these values.365

The ocean mixed layer depth is 30 m. The initial floe size distribution is the product of a366

power-law in floe size from 5-1500 m, with an exponent of −2 and a Gaussian ice thick-367

ness distribution centered at 1 meter thickness, with an initial ice concentration of 75%.368

Fig. 3a shows the evolution of ice concentration (red line, right axis), ice volume per369

square meter (blue line, left axis) and mean ice thickness (green line, left axis) over the370

course of this simulation. The surface ocean is warmed by the external forcing fields by371

116 W/m2 per unit area of open water (Eq. B.4). As the initial ice-free fraction is 25%,372

this corresponds to an initial average over the entire domain area of 29 W/m2. The sea ice373

melts over a 50 day period, and as the concentration decreases, more heat is absorbed into374

the surface layer. The sea ice melts due to warming at the ice surface with an average (av-375

eraged over both time and the FSTD) magnitude of 13 W/m2 (calculated from Eq. B.1),376

warming at the ice base with an average magnitude of 2 W/m2 (calculated from Eq. B.5),377

and a dominant warming from the lead region with an average magnitude of 61 W/m2
378

(calculated from Eq. B.6).379

Blue lines in Fig. 3b show the FSD as function of floe size every two weeks, nor-380

malized such that it integrates to one to allow for a comparison of the FSD shape between381

different times, as the ice area decreases. Over time, the slope of the FSD shallows and382

deviates from a power law at small floe sizes, similar to the deviation from power law at383

small floe sizes found in observations by Perovich and Jones [2014]. The evolution of a384
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floe size distribution f (r) subjected to only melting [Eq. 4, Horvat and Tziperman, 2015]385

is,386

∂ f (r, t)
∂t

|T = Gr

(
−
∂ f (r)
∂r

+
2
r

f (r)
)
, (7)387

388

where Gr < 0 is the lateral melting rate. The first term in (7) represents the movement of389

floes between size classes as they change their size, and the second term represents how,390

as floes change their size, they also change their area and therefore the shape of the FSD.391

For an initial power-law FSD f (r, 0) = f0r−α , the solution, f (r, t) is obtained using the392

method of characteristics,393

f (r, t) = f0
r2

(r + |Gr |t)2+α
≈ f0r−α

(
1 − (α + 2)

|Gr |t
r

)
.394

395

The second term in parentheses, being a function of the floe size r and proportional to396

time, is responsible for deviation from power law at sufficiently long times. We define the397

timescale, τPL = r/((α + 2) |Gr |), over which the FSD departs from its power-law be-398

havior for scales up to the mean floe size. During this simulation, lateral melting rates are399

Gr ∼ 5 cm/day, and the initial mean floe size is r ∼ 30 m. With α = 2, we therefore400

have τPL ≈ 150 days. The timescale over which ice volume melts is set by the vertical401

melt rate, which in these simulations is Gh ≈ 2 cm/day. With an initial mean thickness402

h = 1 m, the ice therefore melts over a period of 50 days < τPL . Lateral melting there-403

fore does not cause the FSD to deviate from its initial power-law behavior before it melts404

completely, for scales up to the mean floe size.405

If the FSD were to deviate significantly from a power law, we expect a difference406

between the least-squares fit to the model output in Fig. 3b and the power-law prediction407

from Eq. (4). Fig. 3c shows this comparison, plotting the value of α computed by fitting408

the FSD to a straight line in log-log space from 5-500 m (solid), compared to α evaluated409

using Eq. (4), where r1 = 5 m (dash). In general, lateral melting reduces the fit slope of410

the FSD over this range from 2 to 1.75 over the course of the simulation. Smaller floes411

melt most significantly, and lead to a deviation in the power-law slope that is shown as an412

increasing difference between the computed power-law exponent and α in Fig. 3c. The413

maximum relative error between αest and α is small, just 7%, as the influence of this414

lateral melting is not significant at the scale of the mean floes, as predicted above when415

comparing the timescale of ice melt to the timescale, τPL , over which the FSD deviates416

from a power law.417
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We also compute an estimate of the power-law tail using the method of Virkar and418

Clauset [2014] (Fig. 3b, green line). To do so, we generate a set of synthetic floe sizes419

following the distribution f (r), computing the maximum likelihood estimates of the power-420

law exponent α and minimum floe size rmin over which the tail of the distribution from421

rmin → ∞ decays as a power law. We fit this synthetic data to three alternative distri-422

butions: a naive least-squares fit to the binned synthetic data (Fig. 3b, green line), an ex-423

ponential distribution, and the “generalized Lotka-Volterra" distribution hypothesized by424

Herman [2011].425

For each fit g̃(r) we compute the KullBack-Leibler divergence,426

DKL ( f | |g̃) =

∞∫
rmin

f (r) log
f (r)
g̃(r)

dr, (8)

a measure of the information lost when substituting the hypothesized distribution g̃ for the427

actual model distribution f [Joyce, 2011]. When DKL = 0, the hypothesized distribution428

accurately captures the real distribution, while when DKL = 1 the misfit is maximal in this429

measure. We test whether the hypothesis of a power-law tail is appropriate by compar-430

ing the values of DKL for different fits to the distribution f . Since the lateral melting is431

most effective at smaller scales, the tail of the distribution retains a power-law slope of −2432

(Fig. 3b). Computing DKL reveals that the distributional tail is better fit by a power law433

than a GLV or exponential distribution, as expected (Fig. 3d). Revealingly, the maximum434

likelihood estimator is a better fit to the modeled distribution than a simple least-squares435

fit to the binned data, as demonstrated by Virkar and Clauset [2014].436

The above discussion suggests that lateral melting may alter the shape of the FSD437

if the ratio of τPL to the melting time scale, rGh/
(
h|Gr |(2 + α)

)
is small. This ratio is438

related to the (large) aspect ratio of average floes, r/h. Typically, parameterizations of439

lateral melting used in sea ice models [Steele, 1992; Horvat and Tziperman, 2015], de-440

termine the partitioning of a net heat flux between lateral and vertical melting using this441

aspect ratio. This is because the total surface area between a floe and the ocean surround-442

ing it consists of a lateral part of area 2πrh and a basal part of area πr2, with a ratio443

2h/r . If the heat flux between the ocean and the ice is diffusive, this ratio determines how444

much heat from the ocean will go into the lateral versus the basal edge of floes. When445

this aspect ratio is large, a power-law FSD impacted by lateral melting alone will maintain446

its shape, and the computation of α via Eq. (4) will be accurate. However, Horvat et al.447

[2016] found that this commonly used diffusive partitioning may significantly underesti-448
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Figure 4. Evolution of the FSTD during mechanical floe interactions. (a) Time evolution of sea ice concen-

tration (in percent), ice volume per unit area and mean ice thickness (in m). (b) Log-log plot of the evolution

of the FSD, normalized to one, over time. Red line is initial FSD. Green line is pack ice FSD. Darkest blue

line is final FSD. (c) Power-law exponent fits: least squares fit over the range from 5-500 meters (solid red

line), predicted value from equation (4) (dashed red line), maximum likelihood estimate for the distributional

tail, with the tail identified using the method of Virkar and Clauset [2014] (green line), and least-squares fit

to the tail of the distribution (blue line). (d) Comparison of Kullback-Leibler divergence (Eq. 8) between the

modeled FSD and the maximum likelihood estimate of Virkar and Clauset [2014] (blue line), an exponential

fit (red line), a generalized Lotka-Volterra fit (purple line) Herman [2011], and a least-squares fit to the FSD

tail.
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mate the lateral melting for large floes because it does not include the effect of ocean ed-449

dies. In such situations, where ocean eddies significantly contribute to the effective lateral450

melting, the FSD is expected to quickly deviate from a power law.451

3.3 The influence of floe collisions on the floe size distribution452

We next examine how mechanical interactions between floes influence the FSTD463

evolution. The HT model considers the statistical likelihood that two floes collide as the464

ice cover undergoes deformation, allowing for floes to raft or ridge with one another and465

former larger, conglomerate floes. Details can be found in [Horvat and Tziperman, 2015,466

Sec. 2.2].467

To force the model, we prescribe a mean ice velocity, u0 = 10 cm/s, that advects468

the FSTD through the model domain as described in Sec. 3.1. The ice velocity field has469

a prescribed shear component with magnitude |uy | ∼ u0/D = 2 × 10−6 1/s. The thermo-470

dynamic component of the FSTD model considered in Sec. 3.2 is not active. The initial471

FSTD, f0(r), and the incoming pack ice FSTD, f in (r), are the product of a power-law472

FSD between floe sizes 5 − 1500 m with slope α = 2, and an ice thickness distribution473

that is a Gaussian centered at 1 meter. The pack ice FSTD has 100% ice concentration,474

whereas the initial FSTD has 75% ice concentration.475

The shearing ice velocity field leads to differential ice motions, collisions, and inter-476

actions between floes. Fig. 4a shows the evolution of the ice state variables of concentra-477

tion, volume per unit area, and ice thickness. Mechanical interactions between floes lead478
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to uplift (ridging and rafting) of ice and therefore reduce the ice concentration. The time479

rate of change of concentration ∂c
∂t

���coll due to this deformation is [Thorndike et al., 1975;480

Horvat and Tziperman, 2015, Sec. 2.2, Eq. 13],481

∂c
∂t

�����coll
= −

u0
2D
= −5 × 10−7 1/s.482

483

The time rate of change of ice concentration is therefore determined by the balance be-484

tween the advection of new ice concentration and the reduction of ice concentration due to485

collisions, and can be solved for analytically as follows,486

∂c
∂t
= −

u0
2D
+

u0
D

(cin − c) =
u0
D

(
1
2
− c

)
,487

488

where cin = 1 is the incoming pack ice concentration. The steady-state solution is c =489

1/2, thus due to these mechanical interactions the FSTD reaches a steady-state ice concen-490

tration of 50%.491

Collisions between floes shape the FSD by transferring ice area from smaller floe492

sizes to larger ones. Both the initial and advected FSDs, f0(r) and f in (r), have power-law493

slopes of −2. However, when examining the transient evolution of the FSD, we note that494

it deviates from a power-law behavior (Fig. 4b, blue lines). At later times, the distribu-495

tion becomes more power-law-like, and results in a shallower sloping distribution (Fig. 4b,496

darkest blue line). Using a least-squares fit, the steady-state distribution is fit to a power-497

law slope of α = 1.2 (Fig. 4c, solid line) over the floe size range from 5-500 meters.498

The FSD tail, however, steepens over time (Fig. 4b, green and blue lines), and the least-499

squares fit exponent has a lower KL divergence from the modeled FSD compared to the500

MLE when considering the tail of the distribution (Fig. 4d), though both are significant501

improvements over a possible exponential fit or generalized Lotka-Volterra fit. The tran-502

sient behavior implies that variability in the strengths of mechanical interactions between503

floes (for example, due to changes in shear or convergence) will lead to deviations from a504

power law FSD over large size ranges, but a power-law tail is maintained.505

Comparing α calculated via Eq. (4) to the power-law fit over 5-500 m αest shows,506

indeed, that the difference between the two starts at zero when the behavior exactly fol-507

lows a power law. The error increases as the FSD deviates from a power law over the first508

10 days, approaching a steady-state after 20 days (Fig. 4c, solid line). There is weaker509

agreement between the two than in the case of pure thermodynamic forcing. The relative510

error between α and αest now exceeds 15% during the first 20 days, during which time511
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the FSD is not well-approximated by a power law at steady state, Eq. (4) predicts a slope512

of 1.34, for a relative error of 11%. For comparison, the implied difference in total floe513

perimeter for power-law FSDs with slopes α = 1.34 or α = 1.2 between r = 5 to r = 500,514

and 100% ice concentration, is between roughly 160 and 190 km of floe perimeter per515

square kilometer of ocean surface, which may affect estimated lateral melt rates.516

3.4 The influence of wave fracture on FSD slope517

We next explore how ice fracture by ocean surface waves affects the FSTD. The HT518

model explicitly simulates the evolution and attenuation of sea surface height within the519

ice cover based on the wave spectrum reaching on the ice, computing locations of maxi-520

mum strain. Floes are assumed to flex with the sea surface height, and when the strain felt521

by floes exceeds a critical threshold, they break, as in Dumont et al. [2011]. Full details of522

the parameterization are provided in Horvat and Tziperman [2015], Sec. 2.3.523

We consider again ice advected into and out of the domain with a velocity u = 10524

cm/s, but no shear or divergence and therefore no mechanical interactions between floes,525

and no melting. At the ice edge, a monochromatic swell wave spectrum, with a peak526

wavelength λ = 100 m is applied to the ice field. This ocean wave spectrum fractures527

large floes into floes with a preferred size of λ/2 ≈ 50 m.528

The fracture of floes by ocean surface waves reduces the mean floe size (Fig. 5a)529

and steepens the floe size distribution by breaking floes of size larger than λ/2 (Fig. 5b,530

blue lines). Floes larger than 50 m are fractured by the waves, so therefore we expect531

there to be two regimes, one comprised of floes smaller than 50 meters, and one com-532

prised of floes larger than 50 meters. We therefore compute a least-squares power-law fit533

to the FSD over the floe size range from 5-50 m, finding a gradual decrease in the slope534

computed from a least-squares fit, from α = 2 to α = 1.8, as new floes are formed with535

a size near 50 m (Fig. 5c, solid line). Since the FSD clearly does not exhibit a power law536

tail we do not apply the method of Virkar and Clauset [2014].537

The value of α evaluated using equation (4) over the range between 5-50 m (dashed538

line, Fig. 5c) is inaccurate, estimating a power law slope roughly 0.25 greater, even at539

t = 0, when the FSD is prescribed to be a power law. This discrepancy results from540

the approximation that the size range of the power law decay is wide, r2 � r1, used in541

Eqs. (2-3) to derive the expression for α in Eq. (4). When the computation of α is ex-542
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tended over the range from 5 − 500 m, the method is accurate at t = 0. Yet at later times,543

extending the range to 500 m cannot give an accurate approximation because the behavior544

is not of a power law beyond sizes of about 50 m.545

These results demonstrate an important limitation of the approximations used by546

Perovich and Jones [2014] to derive the simple expression (4) for the power-law decay547

of the FSD. Eq. (4) is inaccurate when considering a single decade of floe size, as the548

small tail of the FSD can bias the estimated power law, even when the behavior is exactly549

a power law, as it is at t = 0 in the above simulation. Many observations of the FSD only550

resolve a small range of floe sizes, and therefore estimates based on (4) may be biased551

when a small window of floe sizes is resolved. In that case, one may need to solve equa-552

tions (2-3) numerically, though it may be safer to estimate the actual distribution shape,553

rather than assuming a power law decay, given that the FSD evolution demonstrated in554

Fig. 5b is not power-law-like over the range of floe sizes considered here.555

Figure 5. Evolution of an FSTD fractured by surface waves. (a) Mean floe size over time (m). (b) Log-log

plot of the evolution of the FSD, normalized to one, over time. Red line is initial FSD. Green line is pack

ice FSD. Darkest blue line is final FSD. (c) Comparison of power-law fit to simulated FSD with analytical

estimates. Black solid line is the numerical fit to the simulated FSD over the range from 5-50 m. Dashed solid

line is the result obtained via Eq. (4) over the range 5-50 m.
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3.5 Determination of the FSD structure when sea ice is subject to several forcing561

fields562

Having explored each physical process individually, we next simulate the evolution563

of the FSTD when all external forcing fields are active, and examine the steady-state bal-564

ances between the different physical processes, at different floe length scales. Both the565

incoming FSTD and initial FSTD are the product of a Gaussian ice thickness distribution566

centered at 1 meter thickness and a power-law FSD with exponent −2 over the range from567

5 - 1500 m. In the Supporting Information (Test S1, Fig. S2), we examine the sensitivity568

of the results presented below to fin . In general, the qualitative behavior of the FSTD that569

develops is insensitive to the slope of the pack ice FSD. The incoming pack ice concentra-570

tion is 100%, and the initial FSTD concentration is 75%. The thermodynamic forcing is571

the same as in Sec. 3.2, and the mechanical forcing and advective velocities are the same572
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as in Sec. 3.3. We choose as an ocean surface wave field a realistic Bretschneider wave573

spectrum [Michel, 1999],574

S(λ) dλ =
H2

s

8
λ

λ2z
e−

1
π

(
λ
λz

)4
dλ,575

576

where Hs = 2 m is the significant wave height, and λz = 50 m is the average distance577

between zero-crossings of the wave record.578

Fig. 6a shows the evolution of ice concentration, ice volume per unit area, and mean579

ice thickness. In response to the presence of both collisions and melting, the ice concen-580

tration reaches a steady-state value of 42%, lower than in the simulation in which only581

collisions are active (Fig. 4a, red line). Initially, mechanical interactions between floes in-582

crease the ice thickness and open water fraction. The increased open water fraction leads583

to greater heating of the sea ice as more heat is absorbed by the ocean surface layer, and584

this reduces the mean ice thickness to a steady-state value of 1.36 m (Fig. 6a, green line).585

Ice volume per unit area is not influenced by ice fracturing or mechanical collisions, and586

achieves a steady-state balance between melting and volume advection of 0.6 m3/m2.587

Fig. 6b plots the floe size distribution (normalized to integrate to 1) at days 1, 7, and588

60, as well as the initial and incoming pack ice FSD (red and dashed green lines). Over589

time, three distinct regimes emerge, labeled I-III in Fig. 6b,e. The three regimes are: (I)590

a shallow, decaying regime from r1-r2=5-50 m, (II) a steeper decaying regime from r1-591

r2=50-150 m, and (III) an intermediate decaying regime from r1-r2=150-1500 m. The592

modeled floe size distributions shown in Fig. 6b are scale-dependent, and therefore are not593

power laws. In practice, however, observations often resolve small ranges of floe size, with594

the FSD fit to a straight lines in log-log space over that size range. We mimic this ob-595

servational approach by naively assuming that the distribution is fit to a power law slope596

in each size regime, with a coefficient either obtained by a least-squares fit or via Eq. 4,597

to demonstrate what might lead to differing interpretations of FSD slope and behavior at598

different length scales. The precise range of floe sizes in each regime is chosen based on599

the shape of the steady-state FSD. In applications to observations, the choice should be600

made on the basis of a statistical test for a power-law tail [Virkar and Clauset, 2014]. In601

the Supporting Information (Text S2, Fig. S3), we examine the sensitivity of the power-602

law decay coefficient α to the chosen width of these intervals.603

The emergence of the distinct regimes (I) and (II) resembles observations in the Sea604

of Okhotsk and in East Antarctica, where at small scales the FSD was observed to decay605
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with a shallower slope than at larger scales [Toyota et al., 2006, 2011], with a transition606

occurring between 100-200 m. In each floe scale regime, we compute and plot the expo-607

nent of a power-law fit to the simulated FSD as solid lines in Fig. 6d. We compare this608

result to the value of α obtained via Eq. (4). Now, r1 and r2 are the endpoints of the floe609

length scales considered in each regime (Fig. 6d, dashed lines), and the variables c and P610

refer to the ice concentration and floe perimeter per square meter belonging to floes with611

size between r1 and r2 as discussed in Sec. 2.2. To evaluate what terms in the FSD equa-612

tion dominate at steady state, we compare the tendencies from each process in Fig. 6e,613

averaged over the final 14 model days.614

The first regime (I) of floe sizes, from 5-50 m, has a shallower slope than the in-615

coming pack ice distribution (green dashed line, Fig. 6b), decaying as a power law with an616

exponent −1 (Fig. 6d, green solid line). This power law decay is consistent with observa-617

tions of the FSD from small floes in a variety of contexts, in the Sea of Okhotsk [Inoue,618

2004], the Arctic [Perovich and Jones, 2014], and the Antarctic [Toyota et al., 2011]. At619

this scale, the main sink of ice area comes from mechanical interactions (Fig. 6e, green620

line) as these floes, which constitute a majority of the ice area, frequently collide and con-621

solidate to form larger and thicker ice floes. The influence of ice thermodynamics on the622

FSD is dominated by other processes (Fig. 6e, blue line), but is most significant at the623

smallest floe sizes. At the smallest floe scales (5-20 m), the source of new ice area due to624

advection (Fig. 6e, red line) balances a sink of ice area due to collisions. From 20 m - 50625

m, a balance emerges between the source of area due to the fracture of larger ice floes by626

waves (Fig. 6e, purple line) and the sink of area due to floe collisions.627

The FSD slope in regime I is not captured by Eq. (4), which predicts a slope α =628

1.6, closer to the slope of the pack ice FSD (α = 2) than to the slope of the FSD itself629

(α = 0.9). For comparison, the total floe perimeter per square kilometer area for two630

FSDs with slopes of α = 0.9 and α = 1.6, is roughly 105 and 240 km / km2, corre-631

spondingly. In parameterization of lateral melt in climate models this would correspond632

to an increased lateral melt rate by a factor of about 250%. This discrepancy between the633

predicted and simulated power laws is due to a combination of the two factors discussed634

previously, the influence of ice thermodynamics at small floe sizes discussed in Sec. 3.2,635

and the cutoff-error discussed in Sec. 3.4.636
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In the second regime (II) covering floe sizes 50-150 m, floes are large enough to637

be fractured by the waves impinging on the model domain. The steady-state balance at638

this scale is between the influx of new ice area due to collisions between smaller floes in639

regime I, and the removal of ice area as floes are fractured by waves. This regime has a640

steep spectral slope which approaches α = 6 over time. In this range, the prediction of641

Eq. (4) is accurate. This change in power law slope resembles the “regime shift” identi-642

fied by Toyota et al. [2006, 2011], whose scale has been hypothesized to be related to the643

flexural strength of small ice floes, but here is set by the peak wavelength of the ocean644

surface wave spectrum.645

In the third regime (III), comprising floe sizes 150-1500 m, the most significant646

source of new ice area is advection of floes from the pack ice (Fig. 6e, red line). The as-647

pect ratio of these floes is small, and thermodynamic melting therefore does not signifi-648

cantly influence the evolution of the FSD at this scale. As floes belonging to regime III649

are larger than the peak wavelength of the ocean wave spectrum, all floes in regime III are650

readily fractured by the wave field, and the tendency due to wave fracture is therefore uni-651

form as a function of r at this scale. As a result, the slope of the FSD in this regime is652

set by the slope of the ice being advected into the domain, α = 2 (Fig. 6d, green lines).653

As this is the highest end of floe sizes considered in this simulation, there is no high-654

range cutoff, and the prediction made by Eq. (4) mirrors the simulated slope (Fig. 6d,655

dashed green line).656

Fig. 6c shows the ice thickness distribution at several times during the simulation.657

Initially strongly peaked around h = 1 m, the ITD is spread both into smaller and larger658

thicknesses by the external forcing. Fig. 6f shows the contribution to the steady-state bal-659

ance from each individual forcing term. As wave fracture does not influence floe thick-660

nesses, it does not lead to an ITD tendency. Advection from the pack ice (Fig. 6f, red661

line) reinforces the Gaussian shape of the distribution by advecting ice floes with thick-662

nesses near the peak of 1 m. Sea ice melting (Fig. 6f, blue line) thins ice, shifting ice area663

from the peak thickness to smaller thicknesses. As the influence of lateral melting is gen-664

erally small (see earlier discussion, Fig. 6e, blue line), the total change in area due to the665

thermodynamic process is nearly zero. Mechanical collisions (Fig. 6f, green line) do not666

conserve area, and move thinner ice to form thicker ice with reduced area, spreading the667

distribution to larger thicknesses.668
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Figure 6. Evolution of the FSTD forced by melting, ice advection, mechanical interactions between floes,

and fracture by ocean surface waves. (a) Time evolution of sea ice concentration (right axis), ice volume

per unit area and mean ice thickness (m, left axis). (b) Log-log plot of the evolution of the normalized FSD,

over time. Red line denotes the initial FSD. Green line denotes the incoming pack ice FSD. Darkest blue line

represents the steady state FSD. Vertical dashed black lines separate the three distinct regions of power law

scaling. (c) Log-log plot of the evolution of the normalized ITD over time. Red line shows the initial ITD,

green line the pack ice ITD, darkest blue line the steady state ITD. (d) (solid lines) Power-law exponent fit to

the FSD over the three scaling regimes identified in (b), from 5-50 m (red), 50-150 m (blue) and 150-1500

m (green), compared to the prediction of Eq. (4) (dashed lines). (e) The FSD tendency due to each physical

process in the FSTD equation (1), averaged over the final week of the simulation. (f) Same as (d), but for the

ITD.
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4 Conclusions680

We have simulated the evolution of the joint floe size and thickness distribution681

(FSTD), coupled to a mixed-layer ocean model, to understand the evolution of scaling682

laws in, the floe size distribution (FSD). The model simulates the FSTD evolution sub-683

ject to different forcing factors: advection of sea ice into and out of the model domain,684

thermodynamic forcing from the ocean and atmosphere, mechanical interactions between685

colliding floes, and floe fracture due to ocean surface waves. We explored the response686

of the FSTD to each of the forcing factors, and to all of them combined, to gain a deeper687

understanding of how the scaling behavior of the FSD may evolve.688

We note that the time evolution of mean quantities derived from the FSTD, such as689

the mean floe size and thickness, may evolve in a seemingly non-intuitive manner. Specif-690

ically, the time-dependence of the these mean quantities may be different from that of691

the FSTD itself. This distinction could be important when interpreting observations and692

model simulations of the FSTD, and parameterizing its effects in models that do not re-693

solve floe evolution in the detail considered here.694

Next, we carefully examined the limitations of assuming a power law behavior by695

comparing two methods for computing power-law decay, one based on a least squares fit696

to the modeled FSD, and an observational technique that computes the floe size power law697

from observations of sea ice concentration and floe perimeter [Perovich and Jones, 2014].698

We find two main sources of error can arise when using this simple observational method699
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alone. The first source of error comes from when power-law scaling does not exist, or700

transient FSD evolution leads to a departure from scale-invariance. All of the forcing sce-701

narios considered here exhibit at least some departure from scale-invariance. A second702

source of error arises due to an insufficiently large range of resolved floe sizes. This can703

lead to a bias even when the FSD is a power law with known slope. The two sources of704

error can lead to significant mis-estimations (>100%) of important metrics derived from705

the FSTD, such as the floe perimeter per unit area and mean floe size, which determine706

interactions between the FSTD and climate.707

In addition to examining the constraints on calculating power laws of the FSD from708

observations, we also examined when such power laws are expected to arise and what709

physical balances may be responsible for their occurrence. We find that an initial power-710

law FSD will remain a power law if lateral melting is weak relative to basal melting. Un-711

der standard parameterizations of the effect of melting on ice floes [Steele, 1992] this is712

expected to be the case at floe sizes larger than a few tens of meters. However, Horvat713

et al. [2016] showed that when the effect of ocean eddies is considered, lateral malting is714

important even at large floe sizes, making power laws much less likely. We also show that715

the FSD also may deviate from a power law due to mechanical interactions when the sea716

ice is subjected to transient rather than steady forcing, and when floes are broken by ocean717

surface waves into a range of floe sizes.718

By considering how multiple different forcing fields acting on different scales shape719

the FSD, we demonstrated the emergence of different behavior at different length scales,720

dividing the FSD into three distinct size regimes depending on the physical process that721

dominantly affects floes of each size range. For floes smaller than about 200 m, we find722

two separate regimes. The first, for sizes 5-50 m, is a shallow power law regime whose723

slope is set by the balance of ice advected into the domain, the fracture of larger floes,724

and the loss of ice area due to the floe collisions and merging. The second power law725

regime, for sizes 50-150 m, is a steeper power law regime that is determined by the bal-726

ance of new floes formed through the collisions and merging of smaller floes balanced by727

the fracture by ocean surface waves. These two regimes combine to form a “joined power728

law” distribution similar to observations in the Antarctic [Toyota et al., 2011]. The point729

(“regime shift”) at which the transition between the two sub-regimes occurs was not well730

understood previously, and was hypothesized to be related to the fragmentation of small731

ice floes. In our simulations we find that this can be set by the ocean surface wave spec-732
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trum, which sets the typical size of fractured floes, however this does not rule out that733

fragmentation could determine the scale of floe breaking. More detailed observational734

studies of FSD evolution with and without the presence of ocean surface waves, should735

be done to determine in what forcing scenarios and in which size regime each fractural736

process is important.737

The incorporation of sensitivity to floe size is an important aspect of modern sea ice738

modeling. Having details of the floe size evolution will provide useful information about739

the ice-ocean-atmospheric boundary layer, the rheology of the sea ice, the propagation740

of waves into and through the ice pack, the thermodynamic properties of the ice cover,741

and of mixing by wind, waves, and eddies in the ocean mixed layer. But it is important to742

achieve a careful understanding of how the combined FSTD evolves before incorporating743

or parameterizing its effects in climate studies, and to determine in which ways such an744

implementation can lead to biases in modeled sea ice evolution.745

This study, therefore, is an intermediate step toward including the floe size distri-746

bution in climate models, and provides three lessons relevant to such models and to re-747

lated observational analysis. First, we find (section 3.1) that the mean floe size and mean748

thickness cannot be assumed to advect and mix like passive tracer. This is because the749

mean flow thickness, for example, is the ratio of ice volume per unit area and ice con-750

centration. These two quantities are conserved when mixed between two GCM grid cells,751

but their ratio, being a nonlinear function of the two, does not. Simple FSD models that752

represent only, say, the mean floe size [e.g., Williams et al., 2013], must take this into ac-753

count. This can be accomplished by considering the relationship between mean floe size,754

the number of floes per unit area, and the ice concentration, or by evolving the FSD on its755

own. Second, it is difficult to justify using a single power law for representing the FSD,756

because of the different processes active at different scales (section 3.5, see also the obser-757

vational analysis of Toyota et al. [2011]). In particular, because there is a known coupling758

between small floes and sea ice melting [Steele, 1992; Horvat et al., 2016], representing759

the different FSD dynamics at small scales (300 m and smaller) versus large scales is im-760

portant. Additional observations of FSD evolution as function of scale are therefore also761

badly needed. Third, rigorous tools for testing whether the FSD decays as a power law762

should be applied to observations [Virkar and Clauset, 2014]. As demonstrated here, sim-763

pler methods might inadvertently lead to biases in estimated power laws.764
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In this study we provide insights into the different scale-selective physical processes765

acting on floes. We also demonstrate when assuming scaling behavior in observational766

analysis might be biased or incorrect. This added knowledge does not supplant the need767

for observations of the state and evolution of the FSTD/FSD and the relationship to these768

physical processes. How to make repeated observations of small-scale features such as the769

FSD (but also melt ponds, ridge distributions, and other sub-gridscale sea ice features), in770

order to test appropriate process models for the next generation of global climate models,771

remains an important problem.772
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A: Time Stepping scheme of FSTD model782

Floe categories must be represented by non-negative areas, and the total ice concen-783

tration can never exceed one. Given an FSTD and a set of external forcing fields, these784

constraints place a strict bound on the model time-step in the forward Euler scheme de-785

scribed by eq. 1. However, given the non-linear relationship between the forcing and the786

FSTD, a model time-step that ensures these constraints are met is difficult to estimate, and787

may be smaller than necessary for numerical stability. To address this issue, we designed788

an adaptive time-stepping procedure which shortens the model time-step as needed. The789

positive definite constraint is that for all j, k,790

0 ≤ f jk∆Ajk ≤ 1,791
792

where ∆Ajk = ∆r j∆hk . In order to assure the positivity of the FSD, after computing the793

tendency in f jk , for all { j, k}, the model time step ∆t = t i+1 − t i is required to satisfy794

∆t <
f jk
∆ f jk

,795

796
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where f jk represent the value before the update during the current time step, and the delta797

term is the update value. Simultaneously, in order for the solution to be bounded by 1, the798

model time-step must satisfy the following for all { j, k},799

∆t <
1 − f jk∆Ajk

∆ f jk∆Ajk
.800

801

The updated model time-step ∆t is then chosen as the maximum value for which all con-802

straints are met and ∆t ≤ ∆t0, where ∆t0 is a global time-step specified at the beginning of803

the simulation. The external forcing fields (wave spectrum, heating) are updated every ∆t0.804

The matrix f is updated using the time step ∆t, and the procedure is then repeated using805

an initial step of ∆t0 − ∆t, reducing it as necessary, until the next update of the external806

forcing fields after a time ∆t0 dlapsed. At that point the time stepping is re-initialized with807

∆t = ∆t0.808

B: Mixed-Layer Model809

The ocean mixed layer model closely follows Petty et al. [2013] in that it is com-810

prised of a mixed-layer ocean and surface layer, but it has been adapted to fit within the811

FSTD framework of Horvat and Tziperman [2015]. Below we demonstrate how the tem-812

peratures and salinities of the ice, surface layer, and mixed layer are determined. For fur-813

ther discussion of the properties of these models, see Petty et al. [2013]; Tsamados et al.814

[2015].815

B.1 Ice Surface temperature816

The ice surface temperature, Ts, i , is calculated via a balance of the fluxes of sensible817

cooling, latent cooling and longwave emission, longwave absorption, shortwave absorp-818

tion, and conductive heating at the ice surface,819

Qsur f (Ts, i ) = ρacaCi
DUa (Ts, i − Ta )+820

+ρaLsCi
DUa

(
qsat (Ts, i, P) − qa

)
+ ε iσT4

s, i821

−ε iQLW − (1 − αi )QSW −Qc (Ts, i ) = 0, (B.1)822
823

where ρa is the atmospheric density, ca is its specific heat capacity, Ci
D is the turbulent824

heat transfer coefficient over ice, Ua is the 10-m wind, Ta 10-m atmospheric temperature,825

Ls is the latent heat of sublimation, qsat (Ts, i ) is the saturation specific humidity at tem-826

perature Ts, i and atmospheric pressure P, qa is the atmospheric specific humidity, ε i is827
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the emissivity of sea ice, QLW is the downwelling long-wave heat flux, αi is the albedo of828

sea ice, QSW is the downwelling short-wave heat flux, and Qc is the conductive heat flux829

through the ice (positive upwards). We assume that none of the downwelling shortwave830

radiation penetrates through the ice. The thermodynamic component of the HT model831

is configurable with any column thermodynamical model. For the presentation of these832

results, we use the simple 0-layer model of Semtner [1976]. The conductive heat flux is833

calculated by integrating the diffusion equation over the sea-ice layer, to give,834

Qc =
κi (Tf − Ts, i )

hi
,835

836

where κi is the conductivity of sea ice, and a positive Qc has a warming effect on the837

surface. If the diagnosed sea-ice surface temperature is above the melting point, we set838

Ts, i = 0◦C and we compute the residual heat flux from this temperature Qsur f (0◦C),839

which is used to melt the sea ice at its surface,840

∂h
∂t sur f

=
Qsur f

ρiL f
.841

842

B.2 Ocean Surface temperature843

The ocean surface temperature Ts,o is determined through another balance of turbu-844

lent and radiative heat fluxes with the atmosphere, with the mixed layer below and with845

the sea ice. The total atmospheric heating of the surface layer, R(Ts,o ), is,846

R(Ts,o ) = (1 − αw )(1 − I0)QSW847

+ εoQLW848

− ρacaCo
DUa (Ts,o − Ta )849

− ρaLvCo
DUa

(
qsat (Ts,o, P) − qa

)
850

− εoσT4
s,o, (B.2)851

852

where Co
D is the turbulent transfer coefficient above ocean, Lv is the latent heat of vapor-853

ization, and εo is the ocean emissivity. The surface layer absorbs some of the solar radi-854

ation, and we define I0 to be the fraction of the solar radiation arriving at the top of the855

mixed layer, so that 1 − I0 is the fraction absorbed in the surface layer. A positive R has a856

warming effect on the surface.857

The surface layer also exchanges turbulent heat fluxes with the mixed layer below.858

We assume the turbulent exchange is proportional to a friction velocity u∗ =
√
τ/ρw ,859
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where τ is the wind stress. With the approximation that τ is proportional to the square860

of the wind velocity Ua , and a bulk momentum transfer coefficient, the friction velocity in861

a region of open water u∗o , in a region under sea ice u∗i , and averaged over the domain u∗862

are defined,863

u∗o =
√

τo
ρw
= Ua

√
ρaCo

D

ρw
,864

u∗i =
√

τi
ρw
= Ua

√
ρaCi

D

ρw
,865

u∗ =

√
cτi + (1 − c)τo

ρw
= Ua

√
ρa
ρw

(
cCi

D + (1 − c)Co
D

)
,866

867

where c is the ice concentration. In a region of open water, the turbulent exchange be-868

tween the surface layer and the mixed layer Qmo (Ts,o ) is,869

Qmo (Ts,o ) = ρwcwu∗o (Tmix − To,s ), (B.3)870
871

where cw is the specific heat capacity of seawater, and Tmix is the mixed-layer tempera-872

ture. The net heat exchange per unit area is this factor multiplied by the open water frac-873

tion, φ.874

The shallow surface layer exchanges heat laterally with the “lead" region. The num-875

ber of floes per unit area, per floe size, is denoted N (r) = f (r)(πr2)−1. For a circular floe876

of size r = (r, h), the lateral surface area of its boundary layer is 2π(r + rlw )(h + 0.1m).877

The total area shared between the ocean surface region and the boundary layer per unit878

area, Aside , is therefore computed via the FSTD as,879

Aside = 2π
∫
r

N (r)(r + rlw )h dr.880

881

This factor increases when the number of floes per unit area is larger (i.e., the mean floe882

size is smaller), as the floes have a greater surface area. The turbulent exchange per unit883

area shared between the ocean surface layer and sea ice lateral boundary layer, Qsi (Ts,o ),884

is computed as,885

Qsi (Ts,o ) = ρwcwchu∗o (Tf − To,s ).886
887

The magnitude of the turbulent flux is reduced by a factor ch , a Stanton number, that de-888

scribes the weakening of the turbulent exchange near the solid ice boundary [McPhee,889

1992]. For a 1 degree temperature difference and a 1 cm/s friction velocity, the heat flux890

is approximately 200 W/m2 [Pollard et al., 1983; Tang, 1991]. The net heat exchange (per891

unit area) is therefore AsideQsi .892
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We determine the ocean surface temperature Ts,o using an energy balance for the893

surface layer,894

φ
(
R(Ts,o ) +Qmo (Ts,o )

)
+ AsideQsi (Ts,o ) = 0,895

896

which initially assumes that there is no latent heat release due to sea-ice growth. Fluxes897

that occur in regions of open water are multiplied by the open water fraction φ, where φ =898

1 − c, for c the ice concentration. If the ocean surface temperature Ts,o calculated using899

this balance is colder than the freezing point, new sea ice is formed. We then compute the900

same budget with Ts,o = Tf , and add the latent heat release due to sea ice formation at the901

ocean surface, Qo . The residual heat loss is compensated for by latent heat released due902

to new sea-ice formation, i.e.,903

Qo = φ
(
R(Tf ) +Qmo (Tf )

)
, (B.4)904

905

noting that Qsi (Tf ) = 0.906

B.3 Ice Thermodynamics907

In the FSTD model of Horvat and Tziperman [2015], the effect of ocean heating908

on sea ice is cast in terms of three heat fluxes: a heat flux to the base of floes, Ql,b , a909

heat flux to the sides of floes, Ql,l , and an open-water heat flux Qo . The partitioning of910

ocean heating between the two is based on the aspect ratio of individual floes, as in Steele911

[1992]. The open-water heat flux is zero when the surface ocean temperature is reduced to912

its freezing point (Eq. B.4). This method of computing ice heat fluxes is distinct from that913

which is present in modern sea ice models. For example, in melting, the Community Sea914

Ice model assumes all of the heating of the ocean surface layer can be used to melt sea915

ice. In contrast, the geometric sea-surface partitioning method of Horvat and Tziperman916

[2015] allows for the presence of warm ocean surface waters in regions away from floes,917

which is more realistic [Perovich, 2003].918

The heat flux into the lead area, however, arises from both the turbulent exchange919

with the surface layer, Qsi , and the turbulent exchange between the mixed layer and the920

ice base. The heat exchanged between the mixed layer and ice base is,921

Qmi = ρwcwchu∗i (Tmix − Tf ), (B.5)922
923

where the ice is at its freezing point at its base. The lead heat flux, Qlead , which affects924

the development of floes, is the sum of the lateral exchange between the floe boundary925
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layer and the ocean surface layer and the turbulent exchange between the ice base and the926

ocean mixed layer,927

Qlead = AsideQsi + cQmi .928
929

The time rate of change of ice thickness Gh (h), depends on the basal component of the930

lead heat flux, Ql,b , the conductive heat flux going from the ice base to the ice surface931

Qc (Ts, i ), and the surface heat flux Qsur f (Ts, i ). Adding the three together, we obtain the932

time rate of change of ice thickness,933

Gh =
Qsur f (Ts, i, h)

ρiL f
+

Qc (Ts, i ) −Ql,b

0.9ρiL f
,934

935

where the value of 0.9 multiplying the enthalpy of fresh ice ρiL f accounts for the in-936

creased salinity at the ice base, and we assume the surface ice is fresh [Bitz and Lipscomb,937

1999]. The part of the lead heat flux that causes lateral melting is used to melt sea ice in938

contact with sea-water, so that the time rate of change of floe size, Gr is,939

Gr =
Ql,l

0.9ρiL f
.940

941

B.4 Mixed Layer942

The mixed layer temperature Tml and salinity Sml are calculated as function of time,943

and its depth Hml is prescribed and, for simplicity, constant in our simulations. The mixed944

layer exchanges heat and salt with a resting deep layer. In this study we prescribe a con-945

stant temperature and salinity equal to the initial mixed-layer temperature and salinity,946

Td = −1.8◦ C, Sd = 33 PSU. Assuming a coefficient of vertical eddy diffusivity κ, the947

turbulent exchange of temperature between the mixed layer and deep layer is,948

Qdm = ρcw κ
Td − Tml

Hml
= ρcw κ

∆Td

Hml
.949

950

The mixed layer is also influenced by solar radiation penetrating through the surface951

layer, and via the exchange of heat between it and the surface layer and ice. The net heat952

flux within the mixed layer by penetrating shortwave or surface exchange, Qml , is,953

Qml = φ · (1 − αw )I0(1 − e−κwHml )QSW954

− φ · Qmo (Ts,o )955

+ c · Qmi (Tmix ). (B.6)956
957
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Positive Qml means mixed-layer warming. There are three components to Qml . The first958

is the absorption of shortwave radiation. A fraction I0 of the solar radiation incident over959

water, φQSW , passes through the surface layer. A fraction (1− e−κwHml ) of this, where κw960

is the extinction coefficient of shortwave radiation in seawater, is absorbed in the mixed961

layer. The second term, φQmo , is the heat exchanged with the ocean surface layer, and the962

third term, c · Qmi , is the heat exchanged with the ice.963

The net salt flux into the mixed layer from above per unit area, FS (in psu m/s), is,964

FS =
ρi
ρw

(Smix − Si )
∂Vi

∂t
− (P − E)Smix,965

966

with positive Qs implying that the mixed-layer becomes saltier. Vi is the ice volume per967

unit area, (P − E) (in m/s) is the precipitation minus evaporation rate per unit area, and968

Smix is the mixed layer salinity. The evaporation rate E is calculated from the latent heat969

fluxes in Eqs. (B.1) and (B.2). The precipitation P is prescribed as the total precipita-970

tion reaching the ocean. FS is therefore the sum of salinity tendency due to ice melting971

or freezing, and evaporation minus precipitation.972

The full equations for determining the evolution of mixed layer temperature and973

salinity are, therefore,974

∂Tml

∂t
=

Qml

ρwcwHml
+ ∆Td

*
,

κ

H2
ml

+
-

(B.7)975

∂Sml

∂t
=

FS

Hml
+ ∆Sd *

,

κ

H2
ml

+
-
. (B.8)976
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